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This document outlines procedures for deriving indices from the Social Capital Index (SCI) and Behavior Index (BI) surveys.  The discussion is in lay terms, with a technical issues section at the end of the document that addresses specific data and other considerations.  This discussion assumes that the survey data have been collected.  
Index Development:  The Basic Methodology
The methodology for creating an index, whether from objectively measured quantitates or survey data, proceeds in three, basic steps.
Define the INdex to be Developed
The first step is to confirm the type of index to be developed.  Specifically, one must decide whether the index is intended to report a synthesis of current conditions (a "coincident" index) or whether it is intended to predict some generalized measure of future conditions (a "leading indictor").  Either way, an index is a univariate measure that summarizes the effect of one or more individual measures.  Typically, the aim of creating an index is to provide a reliable, singular indicator of a concept or process of interest that is comprised of many constituent elements.  
In the case of the SCI and BI, the indices are intended to be coincident indices--that is, they are intended to synthesize the trends in a meaningful concept (social capital or environmental behavior, respectively).  Observation of the trends in these indices over time (after periodic survey or other data assembly) can be used to gauge the progress of conditions or opinions that bear upon important dimensions of community well being.
The choice of coincident or leading indicator focus affects significantly the methods used to construct the index.  In either case, however, the index is constructed by deriving weights to apply to individual information elements derived from surveys or other sources.  The difference is that aiding indicator development requires devising a weighting scheme that can predict some other quantity in advance.  In the case of a coincident indicator, the goal is to derive weights for individual elements that translate variation in the constituent elements into index changes that are statistically meaningful.
Select and Apply Statistical Procedures
This leads to the second step of index development--the application of special statistical tools to derive the appropriate weighting scheme for the index elements.  In the case of a leading indicator, the statistical procedure involves using historical data on the elements that comprise the index, and weighting and isolating those elements that, historically at least, seem to be able to predict something of interest ahead of time.  This is usually done using certain types of regression analysis.
In the case of the SCI and BI, there is neither the long history of element measurement nor a singular factor or dimension that is looking to be forecast.  Hence, we are in the coincident index realm in this work.  As is the case with most coincident index development, the development of the elemental weights uses a different statistical approach from the leading indicator process. 
Specifically, statistical procedures are employed that look at the variability in the survey information across the various survey elements within the surveyed sample.  Weights are then derived for the individual survey elements that allow one to cluster multiple elements into a much smaller number of so-called principal components.   Principal Components Analysis (PCA) is the multivariate statistical technique typically used to perform the reduction in the number of variables in a data set into a smaller number of ‘dimensions’.  
Each component dimension is comprised of weighted combinations of the initial survey element responses. The first component (often called PC1) explains the largest possible amount of variation in the original data.  The second component (PC2) is completely uncorrelated with the first component, and explains additional but less of the sample variation than the first component.   Depending upon the nature of the underlying survey data, there may be additional components, with each explains progressively less of the observed variation in the responses to the survey questions.  One might think of these principal components as sub-indices, each of which is progressively less helpful in capturing the behavior being investigated.
Examination of the elements that make up each component often reveals a clustering of related behaviors.  For example, the first component may be comprised of responses to questions about membership in organizations (in the case of the SCI), while the second component may appear to relate to personal activities or household characteristics.  In other cases, it is hard to see any commonality in the nature of the elements that comprise a component.  In general, if the survey is successful in assembling data that captures the essence of the Social Capital or Behavior sought, the first component will explain a large share of variation across the survey responses and its factor score may be used as the index.  Even in this simple case, however, there are additional analytical efforts.
Analysis of PCA Findings
Specifically, the third step involves using the PCA results to (1) build an index, (2) decide whether to stratify the index by region or other dimension, and (3) plan for how to implement the index going forward.  As alluded to earlier, if the first component explains most sample variation, one has the essence of an index in hand--namely, weights weights to apply to individual survey elements that result in the so-called factor score computation for that component.  
If their are multiple components, and some clustering that makes interpretation of what is captured by an additional component clear, one usually wants to keep that information in the index despite its lower explanatory value and, perhaps, less clear interpretation.  Alternatively (and only if the nature of the clustering behavior is meaningful), one might report the second component's factor score as a second index or (less routinely) give it more or less weight than its contribution to variance deserves because there is some greater social import to the clustering factor than its low explanatory power implies.
Another common analytical effort involves stratifying the index findings by some dimension of interest (such as county, say), either by performing PCA on county data subsets or by exploiting a county indicator variable included in the regional PCA.  There are sample size and/or statistical issues with either of these approaches, but it is common to compare PCA results across sample strata.  
It should also be emphasized that he indices derived from PCA are relative measures.  Thus, PCA is useful for considering differences between strata of should types or locations, it cannot provide information on absolute levels of indicators, although this is probably not an issue in the SCI and BI realm.  PCA can be used for comparison across geographies or settings (such as urban/ rural), or over time, as long as the individual indices are calculated using data on the same variables from the same collection instrument.
Technical Issues
There are a number of technical issues that are worth knowing about when building indices such as the SCI and BI for which there is no objective, quantitative measure available ex ante to validate index development.
Survey Consistency
It goes without saying that the ability to construct a useful SCI or BI requires a survey instrument whose queries address behaviors related to the concepts being indexed.  Otherwise, PCA will have a difficult time finding correlations among survey elements (positive or negative) that explain the variance in the underlying data at low dimensionality (number of components).  The failure of the first component to explain a large percentage of sample response variance is not, per se, a fatal flaw.  There is often a lot of random noise in survey responses due to inattention or variations in respondent interpretation of questions.  Second components that have relatively high explanatory power, however, are an indication that the survey may have queried disparate ("orthogonal") issues.
Data Issues
Before performing any PCA or other analysis, it is often necessary to do some data transformation.  For example, in some cases, the response is in a form that is awkward to use in a PCA analysis.  PCA prefers variables measured as continuous numbers or as binary (0, 1) indicator variables.  Some conversion may be necessary even with data from a survey that thought ahead about this issue.
Some questions will naturally have a low response frequency.  They can remain in the PCA analysis, but will impair the explanatory power of the data.  This is not a fatal flaw, but as an alternative to simply dropping the question, it is sometimes possible to combine the answers to some questions.
Additionally, all surveys produce missing data because the some respondents refuse to answer or a question is irrelevant to their circumstances.  If a large number of respondents refuse to answer a question, it is probably best to drop the question, rather than drop a large number of observations or impute missing values.  Conversely, if there are a large number of missing values in total, but they are thinly allocated across questions, it is probably better to impute missing values from completed responses than to drop a lot of observations.  Imputation can be done as simply as imputing the mean values of others' responses, or assigning the response based on other respondent characteristics.
Finally, PCA requires that all variables be transformed or "normalized", rather than used in their native form.  The transformation involves two, alternative means of applying variance-covariance information.  Fortunately, most modern statistical packages, such as Stata v.8, provide automated means of applying these adjustments.
Adding or Deleting Questions from an Index Survey over Time
Unlike methods of developing indices on an element-by-element basis, the proper development of a singular index affords some opportunity to add or delete questions over time.  The procedure is called "re-benchmarking" and proceeds as follows depending upon whether the change involves an addition or deletion:
· If over time a question is no longer relevant to a survey, it can be dropped from the next wave of the survey.  Unless it yielded completely random values and was of no influence on the index, it should also be dropped from re-runs of the PCA(s) of earlier versions of the survey.  The index history should then revised or adjusted if necessary to re-benchmark the interpretation of index trends.
· If, instead, a new question is added to a survey, the reverse procedure should be employed.  That is, a PCA should be done on the new data with and without the new question included in the analysis.  One cannot revise the history of the index, of course, but one can use this information to join the old and new survey index trend.  Note should be made, however, of the revision.
There is a limit, of course, to the number of survey questions that can be added, deleted, or revised without disturbing the interpretation of index trends.  However, if one keeps rigorously to the spirit of the survey effort, small changes over time can improve or preserve the usefulness of an index.  
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